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Abstract— Current research in the field of distributed consensus
algorithms fails to adequately address physical limitations
of real systems. This paper proposes a new algorithm for
quantized distributed load balancing over a network of agents
subject to upper-limit constraints. More precisely, loads are
integer values, and nodes are constrained to remain under
maximum load capacities at all times. Convergence to a set of
desired states is proven for all connected graphs, any feasible
initial load distribution, and separation and connectivity con-
ditions on nodes with small maximum capacities. Simulations
illustrate our results.

I. INTRODUCTION

Motivation. A significant problem in distribution and ser-
vice networks consists of splitting tasks among a group
of providers or nodes which can offer certain network
commodities to users. Examples include task distribution
among a set of processors or robots, energy provision by a
set of generators, or traffic control by a group of network
managers. The nodes in the network may be subject to
capacity constraints, which can restrict the amount of load
they can handle; e.g. a finite memory bank in a processor
or a maximum generating capacity of a generator. Another
restriction is the indivisibility of jobs that need be completed
by nodes in the network. Motivated by this, we design
and analyze a new distributed algorithm that can achieve
load balancing while satisfying capacity and integer load
constraints. One advantage of this algorithm is that it can be
stopped at any time while guaranteeing the constraints hold
and leading to an approximately balanced configuration.

Literature review. The problem of distributed consensus has
received considerable attention in the past. It has roots in
parallel computation [2] and has been addressed in [3], [9],
[13], and [12]. Load balancing is a constrained version of
the consensus problem, and there exists many gossip-based
algorithms for distributed load balancing over different types
of graphs with various constraints and objectives [5], [6].
More recently there has been a focus on quantized consensus
to address the problems of finite capacity of communication
channels and finite precision in computation. An example of
this work studies distributed gossip algorithms which con-
verge to an integer approximation of the average of the initial
values and satisfies the integer constraint at all times [10].
An efficient method of quantization using symbols instead of
numbers as exchanged data in solving the distributed average
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consensus problem is seen in [4]. Dithered forms of quanti-
zation are also used [1]. An algorithm solving the distributed
quantized consensus problem over heterogeneous networks
which also minimizes time given different processor speeds
is found in [7].

The rate of convergence of gossip-based distributed quan-
tized consensus algorithms is studied in [8], [?] while non-
gossip based algorithms are studied in [14], [11]. None of
these works considers constraints on load capacity for each
node, and most focus on gossip-based algorithms which are
easy to analyze but do not converge quickly.

Statement of contributions. In this paper we design a new dis-
tributed algorithm to balance quantized loads among nodes
with maximum load capacities. A node filled to capacity
behaves differently from a node that is below its capacity,
and this distinction is crucial for performance. A major
difference between our algorithm and standard quantized
consensus algorithms is that the nodes which reach their
maximum capacity can make passes that unbalance the
network, complicating the analysis. We prove convergence of
this algorithm assuming certain conditions on the graph and
on the distribution of nodes subject to maximum capacities.
We then simulate the algorithm over a variety of graphs and
initial load configurations to test our results, one example is
provided.

Paper Organization. In Section II, we provide preliminary
notations and ideas used throughout the paper. In Section III,
we describe the problem we wish to solve and formulate it
in a useful way. In Section IV, we describe the solution set
that we wish to achieve. In Section V, we detail our load
balancing algorithm. In Section VI, we prove convergence of
our algorithm to our desired solution set under some basic
assumptions. In Section VII, we simulate our algorithm and
provide results. In Section VIII, we summarize our results
and discuss possible ways to extend our work.

II. PRELIMINARIES

This section presents some basic mathematical notations and
concepts used throughout the paper.

A. Notation

We let R≥0 denote the set of non-negative real numbers,
N denote the set of natural numbers, and N0 = N ∪ {0}.
Similarly, Rn

≥0 (resp. Nn,Nn
0 ) denotes the product space

of n copies of R≥0 (resp. N,N0). The identity matrix of
dimension n×n is designated by In. The transpose of matrix



B is denoted by B>. The n-dimensional vector of all ones
is represented as 1n = [1, . . . , 1]

>. The cardinality of set A
is denoted by |A|. The floor (resp. ceiling) operator on R is
denoted by b·c (resp. d·e) : R≥0 → N0. Assigning the value
y to a variable x is denoted x← y.

B. Graph-theoretic notions

We summarize here some basic notions from algebraic graph
theory. A graph G = (V,E) is composed of a vertex set
V indexed from {1, . . . , n} and an edge set E ⊂ V × V
consisting of ordered pairs of vertices. A graph is undirected
if ∀ (i, j) ∈ E, (j, i) ∈ E. For undirected graphs, Ni denotes
the set of neighbors of node i in V . The graph G is connected
if for any pair of nodes (i, j) there exists a sequence of edges
(i, i1), (i1, i2), . . . , (ik, j) connecting i with j. A node i is
within d-hops of j if there exists a sequence of d or less
edges connecting i with j.

III. PROBLEM STATEMENT

In this section we define our system and describe its ob-
jective. Consider a network of n agents described by an
undirected graph G = (V,E). The state of the network,
denoted by x = [x1, x2, . . . , xn]

> ∈ Nn
0 , is given by the

load at each node, which is initially x(0). Each node i
has a maximum load capacity ci ∈ N ∪ {∞}, constraining
xi(k) ≤ ci for all times k ∈ N0.

The objective of the network is to spread out loads as evenly
as possible across every node of the network. This translates
into achieving a state that is a solution to the following
minimization problem, Problem (1):

minimize
x∈Rn

W (x) =
∑
i∈V

(xi − x)2,

subject to
∑
i∈V

xi = nx,

xi ≤ ci, ∀ i ∈ V,
xi ∈ N0, ∀ i ∈ V,

(1)

where x = 1
n1>n xi(0). This function W (x) is the variance

of x, which is a distance function between x and x1n. A
state is feasible if it satisfies both capacity and integer load
constraints as well as conserves all initial loads.

IV. CHARACTERIZATION OF BALANCED STATES

We will characterize the set of solutions to Problem (1). If
a state x∗ is in this solution set then we call it a balanced
state. Assuming some initial state x(0), the following lemma
will be useful:

Lemma 4.1: If there exists p ∈ argmini∈V ci with cp ≤ bxc,
then any solution to Problem (1) requires xp = cp.

This is true because if xp < cp ≤ bxc, then W (x+) < W (x)
if x+p = xp + 1 and x+q = xq − 1 for q ∈ argmaxi∈V xi.

Note, complete proofs of all lemmas and claims will appear
in a future publication, due to space constraints.

Apply Lemma 4.1 to x(0), and if such a p exists, pick one
and define Ṽ1 = {p}, V1 = V \ Ṽ1, and x1 =

nx−cp
n−1 . With a

slight abuse of notation, we can redefine x as the vector of
remaining free states (both here and later on).

Lemma 4.1 can again be applied to this new problem with
reduced state. Define a new p ∈ argmini∈V1

ci. If cp ≤ bx1c
then we know the solution contains xp = cp. We repeat
this process for ` iterations, defining Ṽ` = {p∪ Ṽ`−1}, V` =
V \Ṽ`, and x` =

(n−`+1)x`−1−cp
n−` , until we have mini∈V`

ci >

bx`c. This results in Ṽ` = {i ∈ V | ci ≤ bx`c}. After
defining m = |V`| and labeling our node indices from 1 to
m, Problem (1) reduces to

minimize
x∈Rm

W (x) =

m∑
i=1

(xi − x)2,

subject to
m∑
i=1

xi = mx`,

xi ≤ ci, ∀ i ∈ V`,
xi ∈ N0, ∀ i ∈ V`,

(2)

and we know that ci > bx`c, ∀ i ∈ V`. To solve this problem
we will first temporarily relax the last two constraints so we
are left with

minimize
x∈Rm

W (x) =

m∑
i=1

(xi − x)2,

subject to
m∑
i=1

xi = mx`.

We can reduce dimensionality and eliminate the last con-
straint by substituting xm = mx`−

∑m−1
i=1 xi, so we are left

with

minimize
x∈Rm−1

W (x) =

m−1∑
i=1

(xi − x)2 + (mx` −
m−1∑
i=1

xi − x)2.

Setting the gradient to zero and solving the resulting system
gives a unique solution in x = x`1m. Because the Hessian
is positive definite, this critical point is the global minimum.

In order to meet our integer constraint and find a feasible
solution to Problem (2), for each node i ∈ {1, . . . ,m −
1} we will choose xi = bx`c or xi = dx`e. To meet our
conservation of loads constraint, we solve

α+ β = m,

αbx`c+ βdx`e = mx`,
(3)

where α and β are the number of nodes at bx`c and dx`e,
respectively. In the event that x` is an integer, we define
α = m and β = 0. Otherwise, it must hold that α =



m(dx`e − x`), β = m(x` − bx`c). This satisfies our other
relaxed constraint xi ≤ ci, ∀ i ∈ V because we know that
ci ≥ dx`e, ∀ i ∈ V`. Permuting the set of nodes which have
xi = bx`c or xi = dx`e has no effect on our function W (x),
so there can be multiple solutions. Any integer configuration
for which xq > dx`e or xp < bx`c for some q, p ∈ V` is
not a solution to Problem (2). With the same reasoning as
in Lemma 4.1, we can achieve a lower W (x) by increasing
xp and decreasing xq . With this, we have determined our
optimal set of states. We summarize our results with the
following theorem:

Theorem 4.2: A state x which solves Problem (1) and is
therefore in the set of balanced states must satisfy xi =
ci, ∀ i ∈ Ṽ`, xi = bx`c for α = m (dx`e − x`) nodes in V`
and xi = dx`e for the rest, where Ṽ` = {i ∈ V | ci ≤ bx`c},
V` = V \ Ṽ`, x` is previously defined in this section, and
m = n− |Ṽ`|.

V. LOAD BALANCING ALGORITHM

This section describes our proposed load balancing algorithm
that satisfies integer and capacity contraints at all times
as well as conserves all initial loads. We have designed a
synchronous algorithm which can be divided into three main
sections. In the Offering Phase, a node selects among its
neighbors with lightest loads to make an offer to. If this
node is at its capacity, it may select a node with a larger
load than its own, in order to maintain passing connectivity
of the graph. In the Accepting Phase, a node selects among
its neighbors that offered, usually selecting the node with
maximal load but sometimes giving priority to a node at
its capacity. In the Passing Phase, passes are made to nodes
that have accepted offers, and the amount passed is calculated
such that the offering node expects to minimize the difference
between the two nodes’ loads after the pass. Initially define
time k = 0, each node i ∈ {1, . . . , n} runs Offering Phase,
Accepting Phase and Execution Phase, and the algorithm
terminates when k = Kf .

VI. CONVERGENCE ANALYSIS

In this section we prove convergence of our algorithm to the
set of balanced states, under the following assumptions:

Assumption 6.1 (Graph Connectivity): The undirected
graph G = (V,E) is connected.

Assumption 6.2 (Capacity Distribution): For each node i
with finite capacity ci < maxj∈V xj(0)+1, there is no node
h with ch < maxj∈V xj(0) + 1 within 2-hops of i.

Assumption 6.3 (Neighbor Condition): Each node i with
ci < maxj∈V xj(0) + 1 has at least two neighbors.

We use these assumptions to state the following theorem, the
main result of this paper:

Theorem 6.4: Consider a network of nodes modeled by an
undirected graph G = (V,E), subject to the constraints

Algorithm 1: Offering Phase for Node i
Inputs : ∀ j ∈ Ni ∪ i, xj(k) and cj . Kf .

1 xmin
i (k)← min

j∈Ni

xj(k) ;

2 Ji(k)← {j ∈ Ni | xj(k) = xmin
i (k)} ;

3 With probability pi = 1
|Ji(k)| choose h ∈ Ji(k) ;

4 if dxi(k)−xh(k)
2 e > ch − xh(k) then

5 xmin*
i (k)← min

j∈Ni\h
xj(k);

6 J∗i (k)← {j ∈ Ni \ h | xj(k) = xmin*
i (k)};

7 With probability p∗i = 1

|J∗
i (k)|

, choose h∗ ∈ J∗i (k);
8 if xh∗(k) ≤ xi(k)− 2(cj − xj(k)) then
9 h← h∗;

10 end
11 end
12 if xi(k) > xh(k) or (xi(k) = ci and k < Kf ) then
13 send a message to h consisting of (i, ci, xi(k));
14 end

Algorithm 2: Accepting Phase for Node i
Inputs : M1 =

{(j1, cj1 , xj1(k)), . . . , (jm, cjm , xjm(k))} is
the set of messages received, m1 , |M1|.

1 if m1 > 0 then
2 xmax

i (k)← maxs∈{1,...,m} xjs(k) ;
3 if ∃ cjs < xi(k), s ∈ {1, . . . ,m} and

xmax
i (k) ≤ xi(k) + 1 then

4 h← js;
5

6 else
7 Qi(k)← {js ∈M1 |xjs(k) = xmax

i (k)}, s ∈
{1, . . . ,m};

8 With probability pi = 1
|Qi(k)| , choose

h ∈ Qi(k);
9 end

10 Send message to h consisting of (i);
11 end

found in Problem (1). Given Assumptions 6.1 (Graph Con-
nectivity), 6.2 (Capacity Distribution), 6.3 (Neighbor Condi-
tion), and applying the dynamics of our quantized distributed
load balancing algorithm, any feasible initial state x(0)
converges to a balanced state in finite expected time.

Proof: We prove convergence of our algorithm to the
set of balanced states by using ideas from Lyapunov stability
theory. Initially define k = 0, z = 0 where z is a subsequence
of k . Define qz = mini∈V {xi(0) | xi(0) ≤ ci − 2} and
define Az = {i ∈ V | xi(0) = qz, xi(0) ≤ ci − 2}. For
every node j s.t. xj(0) = cj , remove one node h ∈ Nj from
Az (if it exists), define a q-coin at every other node in Az ,
define S(k) = {i ∈ V | i has a q-coin at time k}, and define
sk = |S(k)|. A q-coin (or simply coin) at a node represents
that this node has or can create a minimum load value across
the network. We will later define q-coin dynamics for all



Algorithm 3: Passing Phase for Node i
Inputs : M2 = {(j1), . . . , (jp)} is the set of messages

received, where m2 , |M2|. Kf .
1 if m2 > 0 then
2 if xi(k) > xj(k) then
3 δ ← min

(
dxi(k)−xj(k)

2 e, cj − xj(k)
)

;
4

5 else
6 δ ← 1 ;
7 end
8 Pass δ loads to j ;
9 end

10 if k < Kf then
11 increment k.
12

13 else
14 Terminate algorithm.
15 end

times k ≥ 0. Over time, q-coins will be destroyed, and once
there are none we will redefine new q-coins but at a greater
qz value; this will be useful in proving convergence. This set
S(k) will be defined at each time step, and qz and Az are
only redefined when sk = 0.

We define

Ŵ (x) ,W (x̂) =
∑
i∈V

(x̂i − x)2,

where x = 1
n1>x(0) is the average of the initial states and

x̂ is a modification of state x. We define x̂ by the following
rule: if for some i ∈ V, xi = ci and ∀ j ∈ Ni, xj ≥ xi, then
x̂i = xi − 1 and x̂h = xh + 1 for some h ∈ argminj∈Ni

xj .
Otherwise, x̂i = xi. Note that the value of Ŵ is independent
of the choice of h ∈ argminj∈Ni

xj . Intuitively, x̂ is a
feasible state where all capped nodes (nodes in the set Ṽ`)
with only higher loaded neighbors have passed a load to
temporarily unbalance the system; this represents a sort of
worst-case scenario in terms of minimizing W .

We define W̃ (x) = Ŵ (x) +Wc(x), where Wc(x) = (n +
1)(bx`c − qz) + sk. Recall that x` was found in Section IV
and corresponds to the average of the excess load that needs
to be divided among the remaining non-capped nodes. We
know that 0 ≤ qz ≤ bx`c and 0 ≤ sk ≤ n, so Wc(x) is
positive, implying W̃ (x(k)) is positive for all k ≥ 0. With
a slight abuse of notation we denote W̃ (x(k)) = W̃ (k),
with similar conventions for Ŵ and Wc. When a q-coin is
destroyed from time k to k + 1 and if sk, sk+1 ≥ 1 then
Wc(k+1) < Wc(k). If sk+1 reaches zero, then at that time
step we will redefine qz and q-coins until qz = bx`c. While
sk may increase by some amount between zero and n after
redefining coins, (n+1)(bx`c−qz) decreases by at least n+1
so overall Wc(k) decreases. We will later prove that Ŵ (k)
is non-increasing over time, and we will use the composite
W̃ (k) to prove convergence.

Given the existence of coins on the graph, they can be passed
or destroyed. Zero coins on the graph implies that the graph
no longer contains that particular minimum value, so that
once this happens, we can increment z by one, define qz =
qz−1 + 1, and redefine coins in a similar way as done at
step k = 0 but with respect to the new value of qz and
allowing for a node to be at qz − 1. We repeat this process
until qz = bx`c. We will precisely characterize the set of
nearly balanced states later in order to conclude the proof.

First, we will provide an overview on the motion of q-coins.
Most of the time, a coin is passed from a node i to a node
j at time k if xj(k+1) is reduced to either qz or cj −1 due
to it passing one load to node i. This rule does not precisely
hold around capped nodes or given chains of passing, but the
idea is that if a pass does not decrease W̃ (k), then a coin is
being passed, and if a pass does decrease W̃ (k), then a coin
is likely being destroyed. Precise details of the coin motion
have been omitted.

To prove convergence using W̃ (k), we need to prove that
these coins are expected to disappear in finite time if the
state is not nearly balanced, and to do so we prove that a
q-coin has a finite expected meeting time with a node h s.t.
xh(k) ≥ qz +2. A meeting between a coin and a node h s.t.
xh(k) ≥ qz+2 at time k is defined when they are neighbors.
Note, the number of coins can be determined for any state
x(k) without knowledge of previous states, so we use both
W (x) and W (k) interchangeably.

A few useful claims will help us characterize coins and
the function Ŵ (x). In the rest of the claims in this paper,
we assume both Assumption 6.2 (Capacity Distribution) and
Assumption 6.3 (Neighbor Condition) hold.

Claim 6.5: Any node i s.t. xi(k) = qz , ci ≥ qz + 2 has a
q-coin or has a neighbor j s.t. xj(k) = cj , cj ≤ qz , for all
k ≥ 0.

This follows from the definition of coins and their dynamics.

Claim 6.6: Any node i s.t. xi(k) = qz−1, ci ≥ qz+1 must
contain a q-coin for all k ≥ 0.

This also follows from the definition of coins and their
dynamics.

Claim 6.7: One node cannot contain two or more coins at
any time k.

The coin dynamics along with rules for passing never allow
this to occur.

Claim 6.8: The state of every node is upper bounded for all
time by m = maxi∈V xi(0) + 1.

Given that a node can have at most one capped neighbor,
there does not exist a sequence of states such that some node
i achieves xi(k) ≥ maxi∈V xi(0) + 2.

Claim 6.9: Any node i s.t. ci ≥ qz is lower bounded by
qz − 1, forward in time.

Given that a node can have at most one capped neighbor,
there does not exist a sequence of states such that some node



i achieves xi(k) ≤ maxi∈V qz − 2.

The next claim requires a precise definition of the set of
nearly balanced states. By Claim 6.11, these are the states
partly characterized by the minimum value of W̃ . Intuitively,
this set contains states which can be balanced in one time
step and pairs load values at bx`c with capped nodes.

Definition 6.10 (Nearly Balanced States): Consider
Problem (3). Let α be the number of nodes at bx`c
for some balanced state given x(0) and |Ṽ`| = n − |V`|,
where |V`| is the number of nodes whose capacities do not
affect the solution to Problem (1). A nearly balanced state
satisfies either one of the following conditions:

(i) If α < |Ṽ`|, then there are α capped nodes which are
either capped and have exactly one neighbor at bx`c
with the rest at bx`c+ 1 or are below their cap by one
unit and have all neighbors at bx`c+ 1. The remaining
|Ṽ`| − α capped nodes are either at their cap with all
neighbors at bx`c+1 or below their cap by one unit with
one neighbor at bx`c+ 2 and the rest of the neighbors
at bx`c+ 1. All other nodes are at bx`c or dx`e.

(ii) If α ≥ |Ṽ`| then each capped node below its cap by one
unit has a neighbor at bx`c + 1 and each capped node
at its cap has a neighbor at bx`c. All other nodes are at
bx`c or dx`e.

Claim 6.11: Let W̃ ∗ be the minimum value of W̃ over all
feasible x and recall α, bx`c, and Ṽ` from Section IV. We
can say that x(k) is a nearly balanced state if and only if
W̃ (x(k)) = W̃ ∗.

Proof: The proof of this is done by comprehensively
showing that any state s.t. W̃ (k) > W̃ ∗ is not nearly
balanced, and every state with W̃ (k) = W̃ ∗ is nearly
balanced.

Claim 6.12: It holds that Ŵ (k) ≥ Ŵ (t) ≥ W (t), ∀ t ∈
[k, . . . ,Kf − 1].

Proof: We know Ŵ (t) ≥W (t) because any difference
between x̂(t) and x(t) will lead to Ŵ (t) ≥W (t). To prove
Ŵ (k) ≥ Ŵ (t), ∀ t ∈ [k, . . . ,Kf − 1], we show that every
feasible pass of loads that the algorithm can make from any
feasible state does not increase Ŵ (k).

Claim 6.13: Given Assumption 6.1 (Graph Connectivity),
and any feasible initial state x(0), we have convergence to
the set of nearly balanced states in finite expected time.

Proof: Because of Claim 6.12, we can use W̃ (k) =
Ŵ (k) + Wc(k) as a Lyapunov function for this system.
We treat Wc(k) as the main component and use Ŵ (k)
to show balancing for some cases where Wc(k) does not
capture it. The function W̃ is positive, nonincreasing under
the dynamics, and any decrease has a fixed lower bound.
Proving that W̃ (k) will decrease in finite expected time from
any state x(k) that is not nearly balanced is enough to prove
convergence to the set of nearly balanced states.

We will provide an outline for the proof here, the complete
proof will appear in a forthcoming publication. We first
show that when Wc(k) > W ∗c , the expected time of a
decrease in Wc is finite. To ensure this, we prove that there
is sufficient randomness of coin motion over the graphs,
sufficient coverage of the coins, and we know that when a
coin meets a load with large enough load this decrease will
occur. Once Wc(k) = W ∗c , we prove that if Ŵ (k) > Ŵ ∗

this will also decrease in finite expected time, using a similar
argument but without coins. Once both Wc(k) = W ∗c and
Ŵ (k) = Ŵ ∗, then we know W̃ (k) = W̃ ∗ and we are in the
set of nearly balanced states.

Claim 6.14: The set of nearly balanced states is invariant
under the dynamics of our algorithm.

Any feasible load transfer our algorithm performs results
in a state that satisfies the constraints on the set of nearly
balanced states.

Claim 6.15: If x(k) is a nearly balanced state for some k <
Kf , then x(Kf ) is balanced.

Proof: We require x(k) to be a nearly balanced state
for some k < Kf . Due to Claim 6.14 we know x(Kf −1) is
also nearly balanced. The last run of our algorithm ensures
that for our last iteration Kf , if xi(Kf − 1) < ci ≤ bx`c,
then xi(Kf ) = ci and no node i at its capacity is permitted
to offer to a node j s.t. xj(Kf − 1) ≥ xi. In conclusion, our
final state is: for some valid Ṽ`, ∀ i ∈ Ṽ`, xi(Kf ) = ci, and
∀ i ∈ V`, xi(Kf ) ∈ {bx`c, dx`e}.
We have proven convergence to the set of balanced states in
finite expected time.

VII. SIMULATIONS

We have simulated this algorithm on a wide range of
graphs, each with various capacity configurations and initial
load conditions. One sufficiently complex graph is seen in
Figure 1. The square vertices represent nodes with finite ca-
pacities and the circular vertices represent nodes with infinite
capacities. We can see that nodes with finite capacities are
located at central points on the graph, and if removed will
disconnect the graph. The initial load configuration is shown
in Figure 2 and the final load configuration is shown in
Figure 3, after Kf iterations of our algorithm. In both of
these figures, finite capacity values are shown as triangles.
We can see in Figure 4 the nonincreasing behavior of W̃ (k)
and convergence towards the optimal value.

VIII. CONCLUSIONS AND FUTURE WORK

We have designed a new quantized distributed load balancing
algorithm that accounts for maximum node capacities. We
proved convergence to a set of balanced states in expected
finite time under some assumptions on the location as well
as a neighbor condition of nodes with small capacities. We



Fig. 1: Example graph

Fig. 2: Initial Load Distribution

tested this algorithm over a variety of graphs and initial
conditions, and provided one such example.

Future work could include relaxing the listed assumptions
for convergence, which can be done under certain initial
conditions. Relaxing the assumptions and restructuring the
proof could lead to more general results, such as classifying
for which initial load configurations and capacity values
do we not require the two-hop constraint on nodes with
capacities. This algorithm can be extended to account for
both minimum and maximum node capacities over a graph.
It is also desirable to find upper and lower bounds on the
convergence rate.
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