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Abstract— This paper presents a Kalman Filter-based solu-
tion to the problem of decentralized cooperative robot local-
ization and tracking with high latency and low bandwidth
communication using an event-triggered fusion algorithm.
Event-triggering is a compression technique for measurement
sharing whereby only ‘surprising’ measurements are exchanged
between agents. For unsurprising measurements, the lack of a
measurement transmission is itself information about the value
of a measurement that can be fused by other agents. This
relies on consistency between ‘common’ estimates of agents, but,
in high latency communication, consistency is not guaranteed
and is difficult to achieve with bandwidth restrictions. We
present a novel ‘Delta-Tier’ algorithm to address these issues,
using token-passing to preserve consistency and auto-selection
of event trigger thresholds 0 to fit the available bandwidth. We
demonstrate the success of our approach in achieving decen-
tralized performance that is on par with idealized centralized
fusion for an autonomous underwater robotics application in
a simulated nonlinear environment, where robots must localize
each other and track other non-cooperative agents.

I. INTRODUCTION

Autonomous underwater vehicle (AUV) teams are suited
for many tasks too dangerous or mundane for humans to
complete, including underwater reconnaissance and ocean
floor mapping [1]-[3]. Within these teams, it is critical
to know locations of other team members so as to not
collide and to cooperate on shared mission tasks. Cooperative
localization is the task of estimating shared vehicle states
through inter-team communication. The underwater environ-
ment presents a unique challenge for cooperative localization
in that communication is multicast, low bandwidth and
scheduled, which leads to delays between transmissions.
This is due to the use of acoustic communication methods,
because typical radio-frequency methods do not work well
underwater. In addition, for the same reasons, GPS is un-
available, which necessitates new filtering methods that can
fully use information from available sensors. These sensors
typically include a doppler velocity loggers (DVL), inertial-
measurement unit (IMU), compass, barometer, sonar and
an ultra-short baseline acoustic positioning system (USBL).
USBLs often come built into the acoustic modem (AM)
communication device, allowing the AM to operate in either
measurement mode or communication mode.

Event-triggered (ET) Kalman filtering is an approach to
cooperative localization that utilizes intelligent measurement
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Fig. 1: Simulated AUVs (blue) patrolling a harbor zone and exchanging tracking and
localization information: one AUV collects sonar measurements of an intruder (red)
along with measurements of itself and the other blue AUV, and exchanges information

with the other blue AUV.

sharing [4]-[6]. The core idea is that data is only exchanged
between communicating agents if some mutually known
event threshold is satisfied at the transmitter. The selective
exclusion of data in a communicated packet can be inter-
preted as compressed information that supports data fusion,
with relatively small losses versus optimal performance
yet significantly lower data payloads. Since decentralized
approaches to ET cooperative localization were previously
developed for asynchronous, low latency communication
scenarios, it is challenging to adapt these approaches to the
underwater environment, where scheduled communication
strategies for single-channel data transmission necessarily
entail high latency information sharing.

To address this gap, we present Delta-Tier, a new algo-
rithm that leverages the bandwidth savings of decentralized
ET Kalman filtering by auto-selecting the § thresholds to
adapt to the available payload space for cooperative tracking
and localization, while adhering to the scheduled high latency
and ultra-low bandwidth constraints of the subsea environ-
ment. To operate in such ultra-low bandwidth environments,
we also discuss how quantization can be applied in unison
with Delta-Tier for effective measurement compression and
sharing. In summary, the main contributions of this work
are: (i) a method for auto-selection of §-bands for ET; (ii)
adaptation of ET, a traditionally asynchronous method, to
scheduled, single-channel communication; and (iii) evalua-
tion of the proposed method in a simulation environment
with nonlinear motion and measurement models.

In the remainder of the paper, we present the problem
statement and background for decentralized event-triggered
estimation (Sec. II); discusses the Delta-Tier algorithm and
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quantization along with their application through acoustic
modems to underwater cooperative localization (Sec. III);
present simulations results to evaluate Delta-Tier (Sec. IV)
and conclusions and future work (Sec. V).

II. BACKGROUND AND RELATED WORK
A. Problem Statement

We adopt the same notation as in [6]. Let a quantity, .S,
pertaining to an agent, ¢, at time k be S}c and let j’s (j # ©)
estimate of that same quantity be S;*. We assume there
are NV agents in an underwater semi-cooperative localization
scenario, [ of which are team members and the remainder
of which are non-cooperative intruders. Agents participating
in cooperative localization will be denoted network agents
while other agents will be called intruder agents. Network
agents attempt to estimate the state of all other network
agents and intruders. Agent ¢’s inertial position and velocity
dynamics are modeled by

Thop1 = fxh, up) + wp, (1
where z! is agent i’s n-dimensional, ownship state vector,

control inputs are u} and wj ~ N'(0,Q}) is white process
noise with )}, € S7. Measurements are modeled as

ylig+1 = h(zfﬁ-l) + Uli¢+1v 2

where h(-) is the measurement function, vg1 ~ N(0, R})
is white measurement noise with RfC € S, and y,’C is a
measurement taken by ¢ at time k& with dimension n.

In addition to serving as a communication device, AMs
provide range, azimuth and elevation measurements to an-
other beacon. Throughout this work, we assume the com-
munication throughput and sensor characteristics of the
BluePrint Subsea SeaTrac system!': 32 byte packet with 4s
transmission (and ring-down) time. One AM is located at the
surface in a static, known location (e.g. dock, boat maintain-
ing position) and serves as the source of absolute positioning.
Along with receiving absolute positioning from the surface,
network agents can take relative position measurements of
each other within a bounded range.

Latency, L,,, in the communication network is defined as

Em =t *tc;

where ¢, is the time when network agent ¢ collects measure-
ment m, and ¢, is the time when information contained in
measurement m is received (and fused) by another network
agent j (j # ). This latency arises from the half-duplicity of
acoustic underwater communication. Communication sched-
ules must be agreed upon to determine when agents can share
information with the network and avoid packet collisions.
A communication schedule is defined that determines the
ordering of AM measurement collections and transmissions
for each agent, so as to avoid packet collision. All trans-
missions are multicast and therefore whose contents are
available to all network agents. Because the communication
scheme is multicast and has high latency, we assume that

Thttps://blueprintsubsea.com/seatrac/products.php

agents have sufficient CPU power (and computational time)
to estimate the joint state of all agents in the environment.
That is, the state vector to be estimated by network agents
iand jis ' = s/ = [z},..., 2l 2! . 2T with [
network agents and N — [ intruders. This communication
and measurement topology is fixed throughout time. The
measurements ¢ has collected onboard up until time % are
denoted Y7,. The measurements agent i has received from
other agents are denoted Y}, . Let X}, denote the state of all
agents in the environment, and ¢’s minimum mean-squared
error (MMSE) estimate of all agents in the environment
be )A(,i The corresponding MSE/covariance matrix of the
estimate is denoted as P;. These quantities are given by

Xi = E[Xi|Yi,, Y, 3)
Pi=E[(Xp — X)Xk = XDV, Yl @

Each agent produces estimates locally and online. Our
problem is to design a cooperative localization algorithm that
can utilize information shared between agents to improve
X% while adhering to the constraints of a scheduled, low
bandwidth and high latency environment. An illustration of
this scenario is shown for the underwater environment in
Fig. 1 with two network agents and one intruder agent. We
denote an estimate as 23,5') = (X,i'), P,g')).

B. Related Work

Various approaches have been proposed for aiding au-
tonomous underwater robotic teams in cooperatively local-
izing. These approaches broadly fall under two categories:
sharing estimates and sharing measurements.

When estimates are shared, they can be combined through
Covariance Intersection (CI) [7], or in the case of het-
erogeneous states among agents, partial State CI [8]. This
approach is known as Decentralized Data Fusion (DDF). CI
has the important property that estimates can be combined
in the presence of unknown cross correlations. This comes
with the trade-off that CI can result in overly conservative
fused state estimates. Split-CI is a modified CI approach that
allows for some cross correlations between estimates to be
utilized [9]-[11]. In certain applications the computational
cost of tracking other agents in order to perform CI for the
exchange of information can be too large. Carillo-Arce, et al.
[12] propose an approach where agents only estimate their
ownship states and opportunistically create ‘pseudo-state
estimates’ using their ownship estimate projected through
a measurements of other agents. This pseudo-state estimate
can then be fused through CI. This computationally cheaper
approach, however, can be also overly conservative and lose
much of the information carried in the cross correlation of
measurements. In addition, this approach is not readily ap-
plicable to the underwater domain due to the communication
latency defined above. Once a measurement is collected,
information must be stored until the communication window
opens for this agent, necessitating some memory of the other
agent which the approach does not natively support.

Funk, et al. [13] propose Quantized Covariance Inter-
section (QCI) which is able to represent the mean and
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covariance in a small packet size through quantization for
the purpose of fusion. The diagonals of the covariance matrix
are inflated to account for the uncertainty introduced through
quantization of the mean vector. In addition, this approach is
able to represent off-diagonal information in the covariance
by again inflating the diagonals to create a diagonal dominant
positive semi-definite covariance matrix that provides a con-
servative estimate for fusion. This approach is theoretically
applicable to our bandwidth and latency constraints, but
again can suffer from excessive conservative information
loss. Nevertheless, QCI is used as a comparison point in
the evaluation of our proposed algorithm in Sec. IV.

To combat loss of information through solely Cl-based
methods, measurement sharing approaches have been pro-
posed that maintain the cross-correlations between states.
Paull et al. [14] propose a cooperative-SLAM approach
where agents share measurements of landmarks and other
agents and solve for trajectories in a graph SLAM frame-
work. The approach, however, does not perform well in
environments with infrequent landmark encounters to anchor
position uncertainty.

ET methods have also been proposed that can greatly im-
prove upon the conservativeness of solely DDF approaches.
Trimpe and D’ Andrea [15] utilized such a method in a decen-
tralized control problem where agents broadcasted measure-
ments if their local estimate deviated past a threshold from
the common estimate. Shi et al. introduced a fusion algorithm
that quantified the omission of measurement sharing as a set-
valued update approximated by a truncated Gaussian [16].
Ouimet et al. [5] propose a hybrid ET-DDF approach, where
agents share measurements in an ET framework but ‘resync’
estimates between agents when the uncertainty between
the local and common estimate grows beyond a threshold
through DDF. Loefgren et al. [6] adapts this approach for
the heterogeneous states case to increase scalability. While
all of the above approaches are able to balance localization
accuracy with communication cost and maintain cross corre-
lations between states, they are not natively applicable to the
subsea environment due to their asynchronous, low latency
communication assumptions.

C. Decentralized Event-Triggered Estimation

Ouimet et al. [5], [17] proposed a hybrid approach to
cooperative localization whereby: (i) measurements between
agents were exchanged via ET using a common information
filter, and (ii) every so often DDF was used to completely
synchronize local estimates with the common information
shared between pairs of network agents. The later step was
used to correct for ‘drift’ among neighboring agents because
a non-uniform communication and measurement topology
was assumed. This would lead to absolute positioning infor-
mation not being shared to some agents, and resync steps
are thus needed to share that information. Since in our
problem scenario all communication is multicast, and all
agents have access to absolute positioning, the DDF estimate
synchronization step is not necessary.

In the proposed decentralized ET estimation scheme, each
network agent ¢ and j still maintains a local estimate at
time k, X and X7, respectively. Each member of a pair of
communicating network agents also still maintains a common
estimate estimate that is conditioned only on measurements
exchanged with the other member of the pair, respectively
denoted for 7 and j as ‘X kj and ‘X" , where we now require
X b= X 7" \/k;. Hence, whereas step (i) of the approach
developed in [5], [17] still applies, the removal of step (ii)
from this process requires the development of a different
strategy maintain the correctness of decentralized ET fusion.

Assuming for now that such a strategy is in place, then
agent ¢ can decide whether to share measurement y; with
agent j by triggering on the innovation (residual) of the
measurement. That is, for a set event trigger threshold 0,
if |yi — hy(cf( 27)| > 4, then the measurement is surprising
and transmitted to the other agent. If this is not the case, the
measurement is omitted from transmlsswn and agent j is
able to infer that yi. € [hy("X57) =6, h,("X57) + ).

A measurement that falls within this bound can be fused
in the KF framework as a set-valued measurement ap-
proximated as a truncated Gaussian [16]. With mean, u,
and variance, o2, the Gaussian variable yr. has a truncated
Gaussian representation, g, with E[gx] = p + z and
E[(yx — E[yx])?] = (1 —19)c? where Z is the bias introduced
through truncation and ¢ € [0,1] is a scaling term of the
measurement variance. Agent j can approximately fuse iy
within a modified KF measurement update by first defining
the following quantities, where )A(,i |is agent j’s current
estimate (post-prediction step) and X is agent j’s estimate
before the prediction step was executed in the KF update,

p=h(X}) — h(X}]), )
ge = HyP/HL + 7y, (6)
=h("X}") - h(X]), (7)
- —dt+a—p )

\/@ b
A d+a—p
where H}, is the Jacobian row vector of h(X 1), 7 is the
diagonal element of R; corresponding to measurement yy,
and « is the innovation of the common estimate compared
to agent j’s estimate prior to the prediction step.

Let ¢(x) be the standard Gaussian pdf, and Q(z) =1 —
®(x) where ®(z) is the standard Gaussian cdf. Agent j can
then fuse measurement ¥} through the following modified
Kalman update

(©))

_ o) —o(vT)
= 06— 00 Ve 10
2= o) Q( )Jq“ (10)
(v ) “H(v) — v o(vt)
== 11
(Q@ )= Q0) (4D
Kk—P Hk (HkP]Hk +Rk) s (12)
Xl = X+ K2, (13)
Pl,, = Pl — 0PJH{ (H.PH[ + Ry)'CyP].  (14)
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Flg 2: Example modem schedule and time table for 3 beacons: one modem at
the surface and one modem on each agent A; and As. ping indicates a USBL
measurement which provides range, azimuth and elevation values from the sending

beacon to the collected beacon.

The next section describes how only one common filter is
needed for all agents due to multi-cast communication.

D. Acoustic Modem Properties

The decentralized ET approaches in [5], [6], [17] made
two assumptions that do not hold up well in the underwater
environment with typical AM systems. The first is the notion
of asynchronous communication. Measurements cannot be
shared solely based on events because of the chance for
packet collision. Only one AM can transmit at a single time
or packets may become corrupted. This naturally introduces
a defined schedule of transmission. An example schedule is
shown in Fig. 2 where a surface beacon first measures both
agents, then broadcasts those measurements. Then agent A;
and A, both broadcast their locally collected measurements.

The second assumption that does not hold is the notion
of an incomplete graph communication network. That is,
some network agents only communicate (and estimate) with
a proper subset of other network agents. Yet, realistic AMs
are inherently based on multicast tranmission. Unicast mode
is supported at the driver layer, but not the physical layer. If
in range, an AM will receive a packet intended for another
AM and drop it after inspecting its intended recipient. Given
this fact and the high latency for scenarios where all agents
are within the operating range of the AM (typically a few
kilometers), it is inefficient to utilize the AM in unicast
mode. If information is available that is beneficial for fusion
purposes, it is logical to use that information whenever
possible. This is why broadcast communication (and thus
a complete-graph network) where every agent estimates
and communicates with all other network agents suits the
underwater environment, and is considered here.

ITII. DELTA-TIER ALGORITHM

We now present the Delta-Tier (DT) algorithm by first
explaining a necessary condition for ET in scheduled com-
munication systems: common estimate consistency. We then
present the algorithm in terms of the receiving and trans-
mission steps. Lastly, we explain how to apply low-level
quantization for message compression, which is necessary to
maximize the number of measurements that can be shared.

Surface

Agent 1

Agent 2

Agent N

>

S

L{] 1 i e Ly b

F]g 3: Common token ownership cycle. Only one agent has the token to modify
the common estimate in order to ensure consistency across the network. The token is

passed to the next agent ¢n the schedule after a broadcast.

A. Common Estimate Consistency

We would like to share measurements through ET-based
compression but adhere to the scheduled communication
constraints. Instead of immediately sharing a measurement
implicitly or explicitly, agent ¢ will buffer it. When the
communication window opens for agent %, it will transmit
this buffer, and the receiving agent j will retroactively fuse
the buffered (implicit and explicit) measurements.

It is important to maintain the following condition in order
to properly fuse the shared implicit measurement in the ET
framework:

‘X=X P =PI e {1,..,n}. (15

Since we are using broadcast communication and s' =
$? Vi,j € {1,...,n}, we only need to track one common
filter for all agents and can simplify the above equation to

‘Xi="X],"Pi =P Vi,je{l,..n}. (16)

Consistency can be achieved in the distributed network
by deﬁmn(g a common token needed to modify the common
estimate, ‘Xé) ( X () PIE')). When agent ¢ broadcasts
its measurements at time tl, it passes the common token to
the next agent ¢n the schedule, agent j. Visualized in Fig. 3,
if agent j broadcasts its measurements at time tm, it owns
the token from time ¢; to ¢,, and can modify XJ with all
measurements it has collected during this time frame, Yljm

Agent ¢ then receives the buffer of measurements con-
taining Y, {I lj m> B} at tm. It loads the stored
common estimate Xl s 1ts main estimate X7 »and a ledger of
measurements it has stored from ¢, to t,,, Y}, . I is the
set of implicit measurements and E;,  is the set of explicit
measurements taken by agent 4 from times #; to t,,. It first
merges Y, with Y}’

Vi, =Y, UYL (17)

It then replays the filter from time ¢; to tm, fusing all of Yz

at the correct times. During the replay Xl’ is only updated
with Yljm to ensure consistency of this common estimate
across all agents. More precisely, (16) will not be true for
whichever agent has the token at time k& but will be true
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during the replay when all network agents are actually fusing
the shared measurements.

B. Delta-Tier Algorithm

Let ¢} and ¢!, be the start and end of agent i’s token
period respectively. We want to then share measurements
o =41}, El,.} with all other network agents j # i.

Because we do not send values for implicit measurements,
we need to somehow represent them in the buffer that
they were collected in. To do so, we create a header that
describes the sequence of measurements taken. The header,
9H: . contains the number of measurements collected and
the average latency between measurements for measurement
type ¢ from times [ to m for agent i. H}  can be used
to fully reconstruct the sequence of implicit measurements
taken of type g € {1,...,n;} for n; measurement types. We
then define the set of headers for all measurements types
taken by agent ¢ from times [ to m below,

H;m = {qH;m} Vq € {1a -~-7nl} .

As visualized in Fig. 4, the buffer B}, , that agent i will
transmit is then

Blzm = {’H;m7 Eli:m}'

So far, we have assumed a given trigger, J, used to deter-
mine if measurements are filtered implicitly or explicitly. In
reality,  must be selected for the application. The choice of
0 is important because of the constrained buffer size. If J is
too small, too many measurements will be filtered explicitly,
and the buffer will overflow. If § is too large, too few explicit
measurements will be shared, and we will be under-utilizing
the bandwidth available. This motivates the use of a set of ny,
buffers, B = {*B,...,”* B} and a corresponding set of trig-
gers, A = {'6,...,"*6} and estimates ‘X = {'X,...," X}
resulting from fusing measurements implicitly or explicitly
for each 4. Let Bf:m be the set of non-overflowed buffers
for agent ¢ for times 1 to m. That is, if we have a maximum
bandwidth, )\, for transmission,

b = {7B € Bl [len(’B) < A},

l:m

(18)

where len(B) is the bandwidth of buffer B, the buffer with
the maximum amount of information, mdelﬁm that we would
like to transmit at time m is then

19)

max ., . :
By, = argmin 74.
iB € B}

l:m

This is visualized in Fig. 5, where we see that delta-tiers
with higher § triggers do not overflow as quickly as lower ¢§
triggers, thus providing a near optimal (with increasing np)
choice of 4. The selected trigger ™ ¢ must also be included
in the message header H}.,,, so n, must be selected to be
small enough so that each transmission’s choice of § can be
represented in the buffer.

Algorithm 1 summarizes the overall Delta-Tier algorithm.
It is presented in terms execution at the end of a token period
tm, but steps 4-15 can be done online from ¢; to t,,, to spread
out computation overhead.

Algorithm 1 Delta-Tier Algorithm

1: procedure DELTATIER(B, X, A, C/\?l(‘), Yiim)
2: B+ 0 VBeB

> Initialize all buffers to empty

3: X C.)el(') V X € °X b Initialize all delta-tiers to common estimate of
network
4 for t € {t;,...,tm } do
5: for B € B do
6: for y € Y3 do )
7: if innovation (X, y) > 76 then
8 7B .append(y)
9: else
10: 7B .modify_header(y)
11: end if
12: end for o
13: Kalman.-Update(’ X,” B)
14: end for
15: end for ) )
lo: B, = (B € Bl |ln0B) <)
18: "Bl = argmin 7§
JB € Bf?"?l
19:  return "B}

20: end procedure

(R g S g W D g W v W v W o W o, WO
- - o — time

( Implicit Meas )

Header

¥z ¥a Y5 ¥a ‘ Explicit Meas

Buffer ‘

Flg 4. Explicit measurements are added to the buffer while implicit measurements
are omitted. A header message is included that can be used to reconstruct the implicit

measurements on the receiver’s end.

C. Quantization

Measurements considered here have floating point values,
represented by a Float32 or a Float64. In the underwater
environment where throughput through an AM is on the
order of bytes, these floating point representations quickly
fill the bandwidth. This motivates the use of a compression
technique that utilizes the known ranges of values of mea-
surements. For a measurement range [a, b] to be compressed
using n < 8 bytes (Float64), we can define 25" evenly sized
bins that cover the range [a,b]. This gives a resolution of
’;;,?.The integer index of this bin is then transmitted using
n bytes. This method allows for lossy compression of any
continuous value in [a, b] into a codebook value.

— ] — Y — — L — ] — ] —

time

/ Yp Overflow

¥

Header

Bsman Buffer

Bjarge Buffer ‘

Header

Yp ‘

Flg 5: Two delta-tiers: ds and 0; with §; > 0. At time p the J, buffer has no
room left to include y,, and overflows. Because buffer ¢; has a higher trigger, it has

stored (fused) more messages implicitly and has room for explicit measurement y,,.
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IV. SIMULATION RESULTS

Evaluation of the proposed algorithm was done through
500 Monte Carlo (MC) simulations in MATLAB. The DT
algorithm was compared against a centralized, ideal solu-
tion called the Omniscient Filter and Quantized Covariance
Intersection (QCI) [13], adapted for this application. The
simulations were conducted in a 2D 20m x 20m environment
with three agents: 2 blue team agents and 1 red team agent.
The blue team agents cooperated in tracking all position and
velocities states of each agent ¢n the network. The red agent
was non-cooperative. Scenarios were run for 2000 time steps.

All agents dynamics were nonlinear and given by a
Dubin’s unicycle model. Forward velocity and angle rate
were controlled to guide the blue agents to uniform random
waypoints in the environment. The red agent remained a
fixed distance from the first blue agent so as to remain in
sensor scanning range.

In an effort to increase simulation fidelity when compared
with real systems and support the applicability of the pro-
posed algorithm to such systems, blue team agents operated
a dual-filter fusion architecture. Because hardware systems
often feature a flight controller which runs an optimized filter
estimating the ownship states of the vehicle, one possible
fusion architecture is to share information between the navi-
gation filter running on the flight controller and a lower-rate
tracking filter running onboard a separate general purpose
computing system, e.g. by means of covariance intersection
[11]. In the underwater application, the navigation filter has
access to high rate owship measurements from sensors such
as IMU, gyro, compass and Doppler-Velocity Logger. The
tracking filter has access to lower rate sensor data measuring
other agents in the environment such as side scan sonar
and AM measurements. Information passing between the
filters is typically done by fusing the estimates through
covariance intersection of the overlapping states. Utilizing
cross-correlations in the estimate, non-overlapping states that
were not subject to direct fusion updates are subsequently
updated by each filter via conditional Gaussian updating
for Kalman filters, as done in the partial-state covariance
intersection approach [6], [8].

Utilizing this dual navigation-tracking filter architecture
described above, each blue agent ran a navigation filter
which estimated 2D position and orientation along with
their respective velocities. This filter had access to angle
rate measurements representing a gyro, global orientation
representing a compass and body frame velocities represent-
ing a DVL. The tracking filter onboard each agent was the
primary focus of this experiment and was the filter used in
the cooperative algorithms being examined. It estimated the
inertial position and velocities of all agents. Sensor noise
characteristics followed the model given by (2).

The tracking filter had access to range and azimuth mea-
surements from two sources. The first was inertial position
fixes from a static beacon with known position, thereby con-
straining estimate position uncertainty. Range and azimuth
measurements from this source were shared with the blue

agents at intervals according to the schedule defined in Fig.
2. These position fixes included measurements of each blue
agent but did not include the non-cooperative red agent. In
addition, each blue agent fused relative range and azimuth
measurements to other agents in range modeling a side scan
sonar. Measurements would be taken with 80% probability
if another agent was within a 20m radius.

The Omniscient Filter had access to all sonar, modem and
navigation filter estimates onboard each agent. This filter
served as an upper bound on the performance that could
be attained from the sensor and dynamics configurations of
the simulation environment.

DT event triggered range and azimuth measurements from
the sonar. Because the tracking filters were not estimating
orientation of the other agent, relative azimuth measurements
were anchored to a global orientation. This was done simply
by subtracting the orientation estimate of the navigation filter
from the azimuth measurement to get an x-axis referenced
azimuth measurement. It was assumed that the navigation
filter’s estimate was sufficiently accurate that the correlations
between the anchored azimuth measurement and the naviga-
tion filter estimate could be ignored. Hand tuning was done
to find a delta-band ratio of range to azimuth measurements
that would split the buffer space evenly between azimuth
and range measurements. This generally lead to the better
performance of the algorithm. The buffer has space for 20
explicit measurements with 1 byte of compression for each
measurement. Shared measurement values were quantized
according to the approach in Sec. III-C.

QCI quantizes the mean and covariance of an estimate
according to input parameters b, the number of bits for
a quantized element, and x,,4,, the maximum value that
an element could take on. Given a set packet size of 32
bytes (256 bits), the ratio of bits given to an element in the
state vector compared to an element in the covariance is a
tuning parameter. The simplest choice is to allocate the same
number of bits to elements from either quantity. For a 12 state
vector estimate (3 agents, 4 states each) sending the mean
re(}ulres 12 elements and the upper triangle of the covariance
=== 4 12 = 78, totaling 90 elements to be transmitted.
29506 = 2.84 bits/element. Even though this is not feasible
for the packet size of the AM considered without additional
compression, we set the number of bits to 4 per element for
comparison with the other algorithms. x,,,, was set to 11
for the mean and 40 for the off diagonals of the covariance.
Regular CI with a full fusion parameter search was used in
this implementation instead of the fast-CI fusion parameter
approximation used in [13].

A. Results

Fig. 6 demonstrates the behavior of the DT algorithm for
a single MC instance. The high frequency volatility of the
covariance bound is due to the periodic nature of the inertial
range and azimuth fixes. The lower frequency increases in
uncertainty occur when the agents are not in sonar range of
each other, but error is still constrained through the sharing
of measurements and the inertial fixes. Agent 2’s estimates
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the green lines show the 20 covariance bound on the error.
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Flg 7: Average ownship, blue team and red agent estimate norm error for the Omniscient, Delta-Tiering and QCI algorithms for each time step across 500 MC runs. The

vertical lines at the bottom of the plots represent the acoustic modem activity. The tall cyan lines are the surface beacon’s broadcast while the shorter magenta line and the

shortest blue line are agent 1 and agent 2’s triggering events respectively.

of agent 1 and 3 are correlated because agent 3 (the red
agent) was ensured to always be in sonar range of the first
agent so that large errors and uncertainties resulting from
no information being collected about the red agent did not
dominate the results. We see that even though much of Agent
2’s information about agent 3 is shared through agent 1, it
is able to use cross-correlations from its estimate of agent 1
to get a nearly as accurate estimate of the red agent.

Fig. 7 shows the results of the Monte Carlo sims for
different types of states in the state vector. The ownship
states included each blue agent’s own position and velocity.
The ‘blue team’ states include each blue agent’s estimate
of the other blue agent; the ‘red agent’ results included
each blue agent’s estimate of the red agent. The third plot
demonstrates most of the differences between the algorithms.
Both DT and QCI perform worse than the centralized, ideal

Omniscient Filter. The figure shows that DT generally has
better performance than QCI throughout the simulations in
tracking the red agent. Since the red agent does not have its
inertial range and bearing reported, all tracking information
is collected locally or shared between agents. This results in
an increased reliance on the sharing of information between
agents for localizing this agent. DT outperforms QCI in
this instance because it is more able to take advantage of
cross-correlations between states in an estimate through the
sharing of measurements. QCI is able to transmit off diagonal
information, but its effectiveness is diminished by the large
quantization loss of only 2% = 16 quantization bins.

The ownship and blue team mean norm error plots show a
similar result. Of course, the Omniscient Filter outperforms
the other algorithms because it has complete access to both
blue agent’s navigation filters which have good ownship
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tracking. DT and QCI have similar performance because
these states are more heavily influenced by the agent’s
onboard navigation filters and inertial fixes. We do see DT
achieve a slightly lower mean norm error in both instances
as the measurements shared by each agent are used to update
ownship information and tracking of the other blue agent.

The noisy averages seen in the plots in Fig. 7 is a
result of the inertial range and azimuth fixes occurring at
a regular frequency which aids greatly in reducing the error
and constraining uncertainty.

In all of the plots in Fig. 7 we see DT achieving com-
parable performance to the centralized solution and in Fig.
8 we see it does so while sharing 1/2 of the number of
measurements and only 1/4 the measurement values on av-
erage. The reason DT does not share all of the measurements
either explicitly and implicitly is because of the token passing
algorithm described in Sec. III-A.

V. CONCLUSIONS AND FUTURE WORK

This paper presented a cooperative localization algorithm
called Delta-Tier which utilizes event-triggered bandwidth
savings for high latency in underwater communication.
Delta-Tier auto-selects event-triggering thresholds to fit the
available packet size. Details of the Delta-Tier algorithm
were presented at the packet level along with the byte-level,
quantization of measurements. We showed through Monte
Carlo simulations with nonlinear dynamics and measurement
models for underwater cooperative localization and tracking
that DT performs similarly to the ideal centralized algorithm
and performs better than another possible state of the art
approach (QCI).

One important characteristic of underwater communica-
tion that we did not explicitly address in this work is the
issue of packet loss. Depending on the mission objectives
and how dynamic the agents are, this may not be an issue.
In certain dynamic scenarios such as the one simulated
in this work, measurements from previous communication
periods are unlikely to be of greater tracking value in the
limited buffer size than more up-to-date measurements taken
recently.

Future work will also investigate ways to transmit all
measurements an agent takes, not just the measurements that
happen to fall within an agent’s token period. The AM sensor
naturally leads to a batch processing framework, so perhaps
this sharing of a greater number of measurements could be
accomplished through a new graph-SLAM based method that
is compatible with ET compression. Future work will also
evaluate the Delta-Tier algorithm on actual AUV hardware
with the sensors described in this work as well as cooperative
coverage control algorithms for harbor surveillance.
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